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PREFACE

The Air Weather Service supports an ever-changing military community in a

greater and greater portion of the natural environment. Its services are

tailored to customer needs and many of its efforts truly pioneer aerospace

science applications in new fields and in parts of the world long neglected

by weathermen. As a result, AWS forecasters, as individuals, often find

themselves with only a minimum of experience in forecasting for their local

areas and depend heavily on information, methods, and techniques developed by

their predecessors. They also have at their disposal, to varying degrees, a

history of past weather in such forms as map files, observation records, and

climatological summaries. One of the most useful of the climatic aids to

local forecasting is the set of conditional probability tables which describes

how, in the past, the weather behaved subsequent to certain initial conditions.

With these tables, a forecaster is able to isolate those past caees similar to

his own present weather state and examine certain aspects of what previously

had followed.

There are many types of conditional probability tables which are usually

computer-generated from historical data. The data base needed to prepare such

tables is of the order of at least ten years of hourly observations. Condi-

S tional probability statistics generated from a lesser data base may suffer

from small sample size, especially for event categories that occur rather in-

frequently.

This report describes a statistical method for generating estimates of

conditional (and persistence) probability information from unconditional prob-

ability statistics. The unconditional statistics are less affected by short

or incomplete periods of records, and often can themselves be reliably esti-

mated. The method can be used manually; however, it has been programmed for

the IBM 7o044 and is being used to support the AWS mission at the USAF Environ-

mental Technical Applications Center (ETAC) where basic input data for most

locations are generally available or can be derived.

AWS units that may have a need for the conditional (or persistence) prob-

ability programs or their output products are invited to contact ETAC through

appropriate channels, normally their squadron and wing aerospace sciences or

technical services office.

This document has been approved for public release and sale; its
distribution is unlimited.
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ESTIMATING CONDITIONAL PROBABILITY AND PERSISTENCE

SECTION A - ESTIMATING CONDITIONAL PROBABILITY

• As used here, conditional probability is defined as the probability that a

particular event will occur at a given lag time after the occurrence of some

"initial condition." The initial conditions and subsequent events may be the

same or they may differ.

Most climatological summaries of conditional probability cover a complete

range of combinations of specified event categories. For example, if total

cloud cover is classified according to four categories; (a) clear, (b)

scettered, (c) broken, and (d) overcast; then conditional probabilities would

generally be given for each of the initial conditions (a, b, c, d) paired with

the subsequent occurrence of each of the four conditions. Because of the

marked diurnal and seasonal variations in frequency of.occurrence of meteoro-

logical events, conditional probability tables are usually prepared for ini-

tial conditions as a function of time of day and month or season. Within Air

Weather Service most conditional probability work has involved categories of

combined ceiling and visibility. However, some tables have been prepared for

ceiling categories alone, visibility alone, total cloud cover, and precipita-
tion. Extensions and refinements of the basic conditional probability idea

have been made by considering "trends" prior to the initial time, the time of
onset of the initial conditions, and various combinations of additional param-

'eters (e.g., wind speed/direction, dew-point depression, and the presence or

absence of precipitation) at the initial time. Additional information on

conditional-persistence summaries is available in 4th Weather Wing Technical

Papers 66-1 and 67-1 [1] [2).

Invariably, one of the primary requirements for preparation of conditional

probability statistics is a large data base. Consider, for example, the four-
category classification prepared as a function of hour of the day and month.
Over a ten-year period, a 30-day month would provide 300 sequences of events

* having initial conditions at a given hour of the day. The four initial cate-

gories would have an average of 75 occurrences each, and each of these, when

paired with the four subsequent categories, would have an average of less than

20 occurrences over the ten-year period. Of course, the rare or relatively

infrequent event would have considerably fewer occurrences on which to base a

(pattern of behavior. Also, in this type of summary, observations are paired
I (by the nature of the conditional process); each observation being paired with
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all others over the range of lag times being considered. When an observation

is missing, all of its paired combinations are also lost. Therefore, missing

observations compound the limitations imposed by the data sample size.

In an effort to circumvent the restrictions imposed by data requirements,

climatologists have for some time sought to establish statistical models of

various weather parameters of interest. For example, the direction-speed fre-

quency distributions of winds have been modeled after the circular and ellip-

tical distributions (3] (4i and Gringorten of the Air Force Cambridge Research

Laboratories has modeled the duration of certain meteorological events after a

simple Markov process [5]. In climatology, an acceptable model usually pro-

vides a means of determining a great deal of information about a parameter (or

combination of parameters) from only the few statistics needed to describe the

model. Often these statistics can be derived from relatively small data

samples or estimated from mapped or graphed values.

The method described below parallels Gringorten's work in some respects

but differs in that it is concerned primarily with conditional probability;

here, persistence (or duration) is a secondary consideration. This method

also takes into account the diurnal variability of the parameter.

The Elliptical Distributions

The notation (N, 0, 1) is used to identify the 'tandard normal distribu-

tion having zero mean and unit standard deviation. Two (N, 0, 1) variables

(x, y) may be graphed orthogonally and, if they are uncorrelated, their joint

distribution is customarily referred to as the circuar normal distribution

because the contours of constant probability density are circles. If the (N,

0, 1) variables are correlated, their joint distribution is elliptical with

axes 450 to the x and y axes. If the variables are positively correlated, the

major axis will lie between the like-sign x and y axes; if negatively corre-

lated, between the unlike-sign x and y axes. Figure 1 is a graphical pre-

sentation of the joint x, y distribution for aa. uncorrelated (circular) case

and a positive correlated (elliptical) case. The remainder of this report

considers only cases of positive correlation (rxy 0).

The correlation coefficient, given by

(1) rxy = - s /2 y

where Sy is the standard error of estimate and ay, the standard deviation of

y, is related to the elliptical parameters by:

(2) 2~ 1- [2~~ta +2~
xy

2
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Figure 1. Example of Joint (N, 0, 1) Distributions; Un-
correlated (Circular) and Correlated (Ellipti-
cal) Cases.

where ia and ab are the standard deviations along the major and minor axes,

respectively (see Figure 1).

Because x and y are (N, 0, 1) variables,

* ( ~ 2 ( 2)& =02 ~2

and

2 1-2 2(4) rxy ab

Thus, for the positive correlation case with a - b

(=) 2 11l02l
(5) xy a b

3
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Conditional probabilities of the two (N, 0, 1) variables of known correla-

tion can be determined from tables of the elliptical normal distribution [6].
For any interval of x and y, the conditional probability of Y y Y2 given

x X2 is equal to the joint probability that Y y Y and X1 K x < X2

(obtainable from the known elliptical distribution), divided by the probabil-

ity that X1 < x < X2 (obtainable fiom the standard normal distribution). This

is shown graphically in Figure 2 where

(6) Pp , u Probability area E
6) P(Y x ) = x Sum of probability areas B, E and H

A' 8

E F

G 
H

I U

-1 x, 0 X2 1 2 X

Figure 2. Elliptical Distribution for
rxy = 0.4.

Elliptical to Circular Transformation

For the purpose of determining conditional probabilities of the above

types, i.e., where X1, X2, Yl, Y2 are constants, one can relate the ellipti-

cal distribution to an equivalent projection of the circular distribution

rotated an angular amount (e) about a diameter. The equivalent circular dis-

tribution will differ from the elliptical distribution in the orientation °

the x and y axes which, having been orthogonal in the elliptical distribu
tions, now form an angle of 900 + 2a to one another; where, in degrees,
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(7) , Tan-' (1/Gas e) 45

But

(8) Gas e =cba

and using Equation (5), it develops that

(9) a = Tan'1 sf(1 + r)/(l - 77 -45

Figure 2 depicts the standard elliptical normal distribution for r2y =o.4
and Figure 3, its equivalent circular normal distribution with transformed
x, y axes (a'. 120).

-, XI 0

_ a I
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Use of the Mil Diagram

Conditional probabilities can be determined graphically from the circular-

transformed distribution with the aid of a circular normal frequency diagram

or plot. Figure 4 is such a diagram. It is constructed so as to provide fre-

quency (probability) in mils (I mil = .001) equal to the number of mil-areas

contained in any portion of the distribution. Thus, using the transformed x,

y coordinates to define the "Joint-probability" portion of the distribution,

one obtains the "y given x" conditional probability, P(ylx), by dividing this

joint probability, P(x,y), by the unconditional probability, P(x).

Coirelation Estimates

In the last ten years, the USAF Environmental Technical Applications

Center (ETAC) and its predecessor, the USAF Climatic Center, have prepared

conditional probability summaries for hundreds of Air Force locations. Sum-

maries have generally been made for a variety of ceiling-visibility categories

prepared from hourly observations with periods of record ten years or greater.
Plots of conditional probability versus unconditional probability at initial

time and at lag time, and as a function of the length of lag period have been

made from these summaries. The plots reveal a pattern indicating a regular
decrease of correlation with increasing lag time. Correlation values have

been computed from these plots using a technique which is the reverse of the

method described above. That is, elliptical distributions were determined

which best conformed to the conditional versus unconditional probabilities,
and the correlation coefficients determined from the elliptical parameters.

Figure 5 shows the average relationship between correlation and lag period

computed from several conditional summaries. Also shown are the correlation

curves for an assumed Markov process with 0.94 and 0.95 one-hour correlations.

With a Markov process, the correlation for an n-hour lag period equals the

one-hour correlation raised to the nth power.

Automated Method

Conditional probabilities, as described above, can be computer-calculated

by referring to stored elliptical distribution tables, once the elliptical
parameters and joint-probability boundaries are determined. Instead, a pro-
gram has been written which directly parallels the previously described manual

method. In this computer techniqie, each mil area of the mil diagram is

identified as an i,j point near the center of the mil area. The 1000 mil

areas are thus represented by 1000 points of known i,j location. Equations

are determined for the lines which bound the joint probability area of inter-

est, and each of the 1000 mil points is tested to determine if it falls within

6
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Figure 4. Circular Normal Mil Frequency Diagram.

7
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Figure 5. Correlation vs Lag Hours.

or outside of the joint-probability area. The computer program routine per-

mits each point to be tested against as many areas as desired (nine for a

three-category event, 16 for a four-category event, etc.), thus providing in

one loop the values needed to determine conditional probabilities for all

category combinations. Figure 6 is an example of the four-category print-out.

The program permits a ccmiplete choice of initial LST hours, with one table .
being prepared for each initial hour specified. In addition to identification

data (location, month/season, categories) the only inputs required are the 24

(each) hourly values of the unconditional probabilities of the various cate-

gories. These can often be estimated from only three-hourly data, or even

six-hourly data associated with times of sunrise and sunset.

8
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MCCOY AFR. FLA : JUNE

ESTIMATE OF CONO1TCNA. PRCBASILITY

THE PROBABILITY THAT. FOR A GIVEN INITAL CATEGORY (A. S. Cs 0)
EACH OF THE CATEGORIES IA, 8, C. 0) OCCURS AT SPECIFIEC LAG TIMES.

VALUES IN PERCENT

CATEGORY DEFIN ITION
CAT A * CLOUD AMOU14T 2110 OR LESS
CAT 5 * CLOUD AMOUNT 3/10 THRU 5/10
CAT C * CLOUD AMOUNT 6/10 OR 7110
CAT 0 CLOUD AMOUNT 6/10 OR MORE

INITAL HOUR 3 LOCAL STANDARD TIME

HOURS LATER
INITIAL SUBSEQUENT
CATEGORY CATEGORY 1 2 3 4 5 6 7 8 9 10 It 1215 18 21 24 30 36 42 48

A A 89 76 64 53 42 31 21 16 12 9 8 8 18 37 56 57 22 6 32 54
A a 10 10 21 24 29 36 37 37 37 36 36 34 21 18 15 18 29 28 16 18
A C 1 5 10 12 15 15 21 22 23 23 21 18 16 13 10 11 16 17 13 11
A 0 0 2 5 10 14 18 21 25 28 33 35 39 45 33 19 15 33 50 38 17

B A 24 21 19 14 12 8 6 4 3 3 3 3 24 42 47 16 4 27 47
8 56 37 28 27 25 28 23 Z3 22 21 20 20 16 16 17 20 25 21 16 20
B C 18 25 26 21 22 23 26 23 22 22 19 18 14 16 15 12 17 6 14 12
R 0 3 17 27 38 41 42 46 50 53 54 57 60 L2 44 26 20 43 58 43 20

C A 2 6 8 6 6 4 2 1 3 2 1 2 9 20 39 41 16 123 44
C 8 31 25 18 19 1? 11 18 17 18 15 16 15 13 IS 14 11 24 23 16 18
C C 41 29 23 21 20 20 22 21 21 19 17 15 13 14 12 14 15 16 12 14
C 0 27 41 51 54 57 59 59 61 59 65 66 68 66 51 35 26 4S 59 50 25

O A 0 1 1 1 2 1 1 0 0 01 1 4 14 31 31 11 4 23 42
0 S 3 5 6 6 7 9 8 8 7 7 8 8 813151RZ2 161319
O C 14 12 11 10 1? 12 14 13 13 13 13 100 Io t 14 15 16 14 1z 13
a 0 83 82 41 83 79 78 78 79 79 79 78 80 79 63 40 1 S1 64 50 27

UNCONDITIONAL PROSABILITY
AT INITIAL HOUR A T L A T E R H O U R S
CATEGCRV

A 49 48 42 36 30 24 18 12 9 7 5 5 51 2 46 49 18 S 28 49
B 18 19 20 19 20 22 26 26 26 26 25 25 24 16 16 15 IR 26 24 16 18
C 12 It 13 14 14 16 16 20 20 20 20 19 16 14 13 12 12 16 16 13 12
0 21 2Z 26 31 36 38 40 42 4S 47 50 52 55 5 43 27 21 40 55 43 21

Figure 6. Estimate of Conditional Probability (Cloud Amount).

Accuracy of Conditional Estimates

Conditional probability estimates were made for four ceiling-visibility

categories at Hamilton AFB, California for the month of January. The 1-, 3-,

6-, 12-, 24-, 36-, and 48-hour lag estimates for initial times of 0000, 0600,

1200, and 1800 LST were compared with the conditional frequencies as calcu-

lated from 23 years (1940-1962) of January observations. Table 1 shows the

January diurnal variability of the frequency of occurrence (unconditional) of

each of the four categories considered. Conditional estimates were computed

from inputs of these unconditional frequencies into the automated program.

Root-mean-oquare (RMS) differences between estimated and observed condi-

tional percentages were calculated. nMS differences between observed and

assumptions of persistence and of unconditional probability were also deter-

mined. Table 2 compares these three sets of RMS differences as a function of

lag time. The overall RMS difference between the estimates and observed fre-

quencies is 7.5%. For none of the lag times considered was the difference of

9



Technical Report 208 June 1968

TABLE 1

Percent Frequency of Occurrence of Ceiling/Visibility
Categories for Hamilton AFB, California.

January (Period of Record 1940-1962)

LST Hour

Category 00 02 o4 06 08 10 12 14 16 18 20 22

A 9 11 15 17 18 9 4 2 2 3 3 5

B 17 20 21 22 26 26 24 20 17 15 13 16

C 19 18 17 19 18 22 23 24 20 20 21 18

D 55 51 47 42 38 43 49 54 61 62 63 61

Category Definitions:

A. Ceiling less than 300 feet and/or visibility less than one mile.

B. Above Category A but ceiling less than 1500 feet and/or visi-
bility less than three miles.

C. Above Category B but ceiling less than 5000 feet and/or visi-
bility less than five miles.

D. Ceiling 5000 feet or higher (or no ceiling) and visibility five
miles or more.

TABLE 2

RMS Percent Differences from Observed Conditional
Frequencies for the Four Categories of

Ceiling/Visibility for Hamilton AFB, California.

January (1940-1962 Historical Data)

Lag Hours

1 3 6 12 24 36 48

Conditional 5.8 9.4 10.1 8.6 6.8 5.6 6.0
Estimate

Persistence 15.3 23.1 31.6 35.4 39.0 42.0 42.8
Assumption

Unconditional
Assumption 34.4 27.1 20.1 17.4 10.9 7.4 6.5

an assumption of either persistence or unconditional probability less than

that of the conditional estimate.

10
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Cloud Amount Test

Conditional probability estimates were made by the same program for four

categories of total cloud amount at McCoy AFB, Florida for the month of June.

Figure 6 is one of the computer-generated tables and shows the diurnal varia-

bility of these cloud amount categories. RMS difference, similar to those of

the Hamilton AFB sample, are given in Table 3. The overall RMS difference of

conditional estimation here is 4.1%; and for all lag periods considered, the

conditional estimates have smaller differences than an assumption of either

persistence or unconditional probability.

TABLE 3

RMS Percent Differences from Observed Conditional
Frequencies for the Four Categories of

Cloud Cover for McCoy AFB, Florida.

June (1946, 1953-1965 Historical Data)

Lag Hours

1 3 6 12 24' 36 48

Conditional 4.9 3.2 4.0 3.1 6.6 3.3 3.3
Estimate

Persistence 23.6 35.4 41.4 35,5 38.6 44.7 43.0
Assumption

Unconditional 28.7 20.4 15.0 lo.4 I1.4 6.1 6.0
Assumption

SECTION B - ESTIMATING PERSISTENCE PROBABILITY

The method set forth in Section A provides a means of estimating one-hour

conditional probabilities which can vary by hour of the day as a result of the
diurnal variation of the categorized event. If one assumes, as in a Markovian

process, that future development is determined by the present state and not by
the way in which the present state arose, then the probability of any sequence

of hour-to-hour events can be specified as the product of the appropriate

hour-to-hour conditional probabilities. One particular sequence of meteoro-

logical interest is that of "persistence," here defined as the repeated ob-
servation of the same event category at hourly intervals. (By this defini-

tion, changes that may occur within these hourly intervals, but not affecting

the hourly recordings, are not identified as terminating a persistence run.)

A computer program was written which calculated estimates of persistence

11
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of categorized events from the hourly unconditional probabilities according to

the hour-to-hour conditional estimates. Persistence probability estimates

were printed out for hourly intervals to 24 hours for each hour of the day as

an initial time.

Test of the Markov Assumption

Persistence probability estimates were made for three cloud-cover categor-

ies from the unconditional statistics for Wright-Patterson AFB, Ohio. These

were compared with persistence figures determined by hourly historical data

for the ten years, 1957-1966. Several one-hour correlation coefficients be-

tween 0.94 and 0.99 were used to generate the Markovian persistence probabil-

ity estimates. By comparison, the historical persistence frequencies appeared

quite non-Markovian. The low (0.94) correlation estimates were in good agree-

ment with the historical data for short-period (one to three hour) persistence

but grossly underestimated the long-period (21 to 24 hour) persistence. The

high (0.99) correlation gave good estimates for the long-period persistence

but its estimates were much too high for the short periods. Thus, it appears

that for this set of data the one-hour correlation was indeed a function of

how long the event had already persisted, the correlation increasing as the

persistence period lengthened.

Correlation Function

The program for estimating persistence probability was modified to in-

corporate a one-hour correlation coefficient which was a function of how long

the event had already persisted. Several correlation functions were tested.

Persistence estimates for three categories of cloud cover, made according to

these functions, were compared with the 1957-1966 Wright-Patterson AFB his-

torical data for April. One correlation function which gives estimates close

to the historical persistence frequencies is

(10) PL = 0.95 + 0.04 [(L - 1)/23] .2

where PL is the one-hour correlation coefficient for an event that is known to

have persisted for L - 1 hours. In the program, L can be any integer from

1 to 24. Thus, P1 = 0.95, the first hourly conditional step having no known

prior persistence, and P24 = 0.99, the 24th hourly step knowing that the

event has already persisted 23 hours. Figure 7 is an example of the program

print-out.

12
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WRIGIIT-PATTEOSCN AFB. NOO APIL

ESTIMATE OF CURAON IP ERSISTENCE) PRCBABILITY

(THE PROBABILITY THAT THE EVENT BEING CONSIOEREC. IF If OCCURS AT THE INITIAL TtME.
WILL ALSO OCCUR AT SUOCESSIVE HOURLY OBSERVATICN TIMES FOR THE PERIOD)S INOICATED.)

(VALUES IN PERCENT)

EVENT 8INC CONSIORO-
CAT A T7IAL CLOUD AMOUNT ZERO TIIRU 2/8

INITIAL d 0 U R S P E R S I S T 1 4 G UNCONDITIONAL
TIME PROBABILITY
L1ST HR 1 2 3 4 9 6 7 1 9 10 11 12 13 14 15 16 17 tP 19 20 21 22 23 24 1 INITIAL HR

0 87 77 69 L2 57 42 35 112 28 Z5 22 16 14 1110 8 A A 7 7 7 7 6 6 41
1 84 76 67 62 45 37 34 3, 26 23 17 15 12 10 8 8 8 8 8 7 7 7 7 6 41
2 87 77 71 '1 42 36 34 30 26 19 16 13 It 9 V 9 8 8 8 B 7 7 7 6 39

3 84 77 56 46 42 37 32 28 21 17 14 12 10 9 9 9 9 8 8 R 8 7 6 6 39
4 87 63 52 46 4C 35 30 22 19 15 13 11 10 10 9 9 9 9 8 a T 7 6 6 37
5 70 57 51 44 38 33 24 20 17 11 tI 10 1010 9 9 0 8 8 7 7 6 6 38

6 79 69 60 52 44 33 27 22 1 15 14 14 13 13 12 12 11 11 10 9 9 A 8 6 28
7 85 73 62 53 39 32 26 21 17 17 16 15 15 14 13 13 12 12 11 10 9 9 ? 6 25
a A1 48 59 42 34 28 23 18 18 17 16 15 15 14 13 13 12 11 11 10 9 7 6 6 26

9 AD 67 49 40 32 26 20 20 19 17 17 16 16 15 14 13 12 12 11 10 7 6 6 6 25
10 79 57 46 37 30 23 23 21 20 19 18 18 16 16 15 14 13 12 11 A 7 7 6 6 24
11 69 55 43 35 27 26 24 22 22 21 20 JP 18 17 15 14 13 13 9 A 8 7 6 6 23

12 77 60 49 37 35 33 30 29 28 27 25 24 23 21 19 1A 17 13 11 10 9 6 7 6 18
13 73 59 45 41 39 5 34 33 31 29 28 27 24 22 21 19 14 12 12 It 10 9 7 6 16
14 73 55 51 48 43 42 40 30 35 34 32 29 27 25 23 17 15 14 13 11 10 8 7 6 14

15 72 66 61 56 54 51 49 45 44 41 3? 35 31 29 22 19 18 16 14 13 10 B T 6 13
(6 af 80 ?2 69 65 62 57 56 52 47 44 40 37 27 23 22 2018 16 12 10 9 6 6 11
17 87 77 73 69 65 60 59 55 49 46 41 39 29 24 23 21 19 16 12 11 9 A ? 6 14

18 85 81 16 71 65 63 59 53 49 44 41 30 26 24 22 20 17 13 11 10 A ? 7 6 18
19 91 6 79 3 70 655 S 4 48 45 33 20 26 24 21 19 19 1 2 10 9 T 7 7 7 20
20 89 81 74 72 66 58 54 48 45 S3 28 26 23 21 18 14 12 10 9 7 7 1 7 7 26

21 88 79 ?T 70 62 57 51 47 35 29 27 24 22 19 19 12 10 9 7 7 7 7 ? 7 31
22 87 83 76 t7 62 55 51 37 31 29 26 23 20 15 13 11 9 a 7 7 7 7 7 7 34
?3 92 84 74 67 60 56 41 34 31 28 25 22 16 14 12 10 A B a 7 7 7 7 6 35

Figure 7. Estimate of Duration (Persistence) Probability.

Accuracy of Persistence Estimates

The above correlation function was used to calculate persistence estimates
for three categories of cloud amount for the midseason months at Tinker AFB,
Oklahoma; Wright-Patterson AFB, Ohio; and Minot, North Dakota. The cloud-
cover amount categories were:

Categ Zero through 2/8
Category B - 3/8 through 5/8

Category B - 6/8 through 8/8

Persistence estimates for Categories A and C, referred to as "clear" and
"cloudy" weather, respectively, for eight initial times of day (00, 03,

13
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21 LST hours) were compared with the persistence frequencies shown in ten

years (1957-1966) of historical data. Analysis of the percentage differences

of the estimates from the historical data frequencies (estimate minus histori-

cal frequency) revealed the following:

a. For the set of data as a whole (all three stations, all four months,

all eight initial hours, and both categories), the correlation function gave

estimates that were relatively unbiased, with an overall mean difference of

-0.2% and RMS difference of 6.6%.

b. For clear persistence, the mean difference was -0.9%; for cloudy, it

was +0.5%. This indicates that, with this model, the clear weather was

slightly higher correlated than the cloudy weather; i.e., higher correlations

would have given clear weather persistence estimates closer to the historical

data frequencies; while lower correlations would have given cloudy weather

persistence estimates closer to the historical data frequencies.

c. Similarly, of the three locations, Tinker AFB showed the highest cor-

relation and Minot showed the lowest for both clear and cloudy conditions.

d. Of the four midseason months, October showed the highest correlation

and July showed the lowest for both clear and cloudy conditions.

e. Persistence of clear conditions verifying between 0300 and 0900 LST

hours showed higher correlation than those verifying between 1700 and 2100 LST

hours. The opposite was true, to a lesser degree, for cloudy conditions.

Also, the RMS differences between persistence estimates and historical

frequencies were compared with the standard deviations of the persistence fre-

quencies for the clear and cloudy categories. (These standard deviations are

equivalent to the RMS differences between the historical frequencies and the

mean persistence of each category and duration period considered.) Compari-

sons for the 1-, 3-, 6-, 12-, and 24-hour durations showed RMS differences

about 45% as great as the standard deviations for clear weather persistence

and about 62% as great for cloudy weather persistence. Figures 8 and 9 show

graphically the clear and cloudy RMS differences compared with the standard

deviations in relation to the mean persistence as a function of the persis-

tence period.

SECTION C - CONCLUSIONS

Information concerning conditional probability and persistence of meteor-

ological events can be used both as an aid to forecasting and as a planning

tool. Where large volumes of data are not available for summarization, the

14
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Figure 8. Mean and Standard Deviation of Clear Condition (0-2/8
Cover) Persistence with RMS Difference Between Esti-
mate and Ten Years Data.
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Figure 9. Mean and Standard Deviation of Cloudy Condition (6/8-
8/8 Cover) Persistence with RMS Difference Between
Estimate and Ten Years Data.
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statistical models described in Sections A and B provide estimates of condi-

tional probability and persistence which take into account the diurnal varia-

bility of the event being considered.

Although the models have had only a limited test with cloud cover and

ceiling/visibility variables, they probably can be used, with little or no

modification, to provide estimates concerning other meteorological parameters

such as precipitation, temperature, humidity, and wind, so long as the diurnal

variation of the event categories can be provided as input to the model.

The models can also be used with meteorological events which do not show

significant diurnal variability, as perhaps certain upper-air parameters.

However, for such cases, the computer programs can be greatly simplified in

input and print-out as well as in the calcularion routines. If conditional or

persistence estimates are made by these models for variables lacking signifi-

cant diurnal variability, it would be wise to compare the results with esti-

mates obtained by Gringorten's method [5).

The methods described in this report are not meant to eliminate a need for

conditional and persistence frequencies which can be ddrived from sufficient

historical data. Indeed, there is hope for improvement of these models by use

of additional historical frequencies to better describe the correlations as a

function of a wider range of variables and locations, season, time of day,

etc.

For the present, at least, the methods provide first estimates of condi-

tional and persistence probability whenever adequate data are not available

for summarization, but the event's diurnal variability is known or can be

estimated. When the estimation of the input statistics is necessary, it is a

problem that should be left to the well-trained meteorologist-climatologist

who is familiar with the climatology of the area of interest.
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